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What are Sparse Polynomials?

= Polynomials with relatively compared to their degrees,
e.g., f = 3x1%9 + 5x%0 + x2,

= Given a sparse polynomial f = 3x190 + 5x%0 + x2 :

f=3x19 4+ 5x*0 4 x* - t(f) =3, the sparsity of f;
f =3x"" 4+ 5x*" 4+ x? - 100, 40, 2, the exponents of f;
f=3x10 4+ 5x0 4 x? - x100 x40 52 the supports of f.

= The sparse representation of f : a set of coefficients and exponents :
{(3,100), (5,40), (1,2)},

has size O(t(f)logn), where n is the degree of f. S50 MvessiTy o
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Why Sparse Polynomials?

= Very common in computing systems in practice.
= Degree can be than the bit length of the representation.

= Some efficient algorithm for dense polynomials can take exponential operations
when change to sparse case.

= Computing with sparse polynomials can be hard!

= Some problems are unknown to be NP or NP-complete, e.g., sparse polynomial
divisibility.

Some problems are NP-hard, e.g., gcd of sparse polynomials.

Polynomial Perfect Power Problem can be tackled:)
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This Presentation

9 Solve the Polynomial Perfect Power Problem in
dense setting

Solve the Polynomial Perfect Power Problem in
sparse setting

9 Solve Sparse Polynomial Decomposition inspired
by the Polynomial Perfect Power Problem
9 Generalize the Polynomial Perfect Power
Problem to Differential Equations
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@b Solve the Polynomial Perfect Power Problem in
dense setting
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Polynomial Perfect Power Problem

[Let F be any finite field. Given f = 31, fix' € F[x] with deg(f) = A
n, f, # 0, suppose that n = rs for some r,s € N, determine whether
there exists h € F[x] with deg(h) = s such that f = h".

- J
= N =7S, the degree of the input f;
= S, the degree of the output h;
= 7, the desired perfect power;

« [x*]f = fr,  the kth coefficient of f;

[x*lh = h;,, the kth coefficient of h;
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In the dense setting Fonr
A private observation by Koiran(2011)
f'h=rfH
k k
R = Y k1= Dfieah = IERY = ) 1+ Dfthias
=0 i=0
k-1
rfokhi = ) (k=i = 1D fieihy
=0
char(F) does not divide r char(F) divides r

reduced to

the “tame” case the “wild” case

fo#0 fo=0

k-1 k-1
1 1
h, = E k—i—1i)fi_ih; he 1 = - E k—i—1r))f,_riihe_;
k i=0( Vi—ihi s—k T'fn‘i i=0( Mn-k+ihs—i
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In the dense setting P

A Combinatorial Proof
Section 3.1.3

k—1
rfokhi = ) (k=i = 1D fieihy
i=0

char(F) does not divide r char(F) divides r

reduced to

the “tame” case, the “wild” case

fo#0 fo=0

k-1 k-1
1 1
h, = E(k—i—?"i)f_-h- he 1 = - E k—i—1r))f,_riihe_;
k i=0 k—ifli s—k T'fn‘i i=0( Mn-k+ihs—i
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Solve the “Wild"” Case

/Following von zur Gathen (1990), A
= the “tame” case : char(F) does not divide r, i.e., r # 0
= the “wild” case : char(F) divides r y

Say char(F) = p, r = p% . q, for some integer a and gcd(p, q) = 1.

Recall properties for a,b,c € F,a > 1, we have :
(a+b)P"=aP" +bP", (a+b+c)P=aP + bP+cP

Then f = h" = (kg + hyx + - hgx )P

a a a q
= (h{,’ +h? x1P o+ BP xS'p“)

= (g + yx P + o+ TgxsP") T = B4,

The “wild” case can be reduced to the “tame” case. % WATERLOO



Can we directly move to the sparse setting?

k-1
1 S
hy = W;(k — i =10 fr-ih;
0(s%)

k-1

1

hsere = o5 Z)(k — i = 70 fuperihsoi
= Need to compute for each k;

= Cost in terms of degree

= How to find the next nonzero exponent?
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@b Solve the Polynomial Perfect Power Problem in
sparse setting
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Sparse Polynomial Perfect Power Problem

/Let F be any finite field. Given f=3",fixt €F[x] with

deg(f) =n, f,, # 0, suppose that n = rs for some r,s € N, determine
whether there exists h € F[x] with deg(h) = s such that f = h'", if so,
find h in a manner whose costs is polynomial logn, T(f), t(h).

~

J

= 7(f), the sparsity of f;
= 7(h), the sparsity of h;

= Polynomial time in input sparsity and output sparsity.

AGE 15 %’ WATERLOO



Some Background

= With previous work by Erdos(1949), Schinzel(1987) and Zannier(2007,2008,2009),
we can assume that if f is sparse, then

= Giesbrecht and Roche(2008,2011) presented an algorithm using kind of
in Poly(logn, t(f), t(h)).

= This thesis will give a faster algorithm.
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Using the modular trick

= Suppose we have computed hy, -+, hy_1, define :
h=Y g hixt, h=Yi_,_qhixt=&+D;
Then h =h+ hpx® + h x**1
Have 0=f'h—rfh'
=f'h—rfh' —rkfhex*1 mod x¥

= f'"h—Tfh' —rkf hex®1 mod x*

= Rx*"1  mod x*

Rx* 1is the or error of the current step, this is a “Newton-like” method;
When , we can have h, = R/(rfyk).
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A Fast Algorithm

Algorithm 3: SparsePerfectPowerNonzeroConst Attempt

Input: sparse polynomial f € F[z] of degree n s.t. fy # 0 and integer s,r € Z s.t.
n=rs

Output: sparse polynomial h € F[x] such that f = A"

ho = (}/TQ

h = hy;

k=1

while degree(h) < s do

res = f'"h —rfh';

k = 1degree(res) + 1; 0(z(f)t(h)?)

hi = rfﬁ - coeff(res, k — 1);

h+ = hy -z

end

10 return Ah;

= W N -

S o 9 & o>
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A little hit faster

= Modify the computation of res, compare how res changes in each iteration;

= Use hlo to note h in the last iteration, have :

res = f' - (hlo + hgx®) — rf(hlo + hyx®)’

=res’ +|f hyx® — rfkhx*1

= Avoid the multiplication of two polynomials.
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The Faster Algorithm

Algorithm 4: SparsePerfectPowerNonzeroConst

© o g o Ok W N =

e
- O

Input: sparse polynomial f € F[z] of degree n s.t. fy # 0 and integer s,r € Z s.t.
n=rs

Output: sparse polynomial h € F[z] such that f = A"

}L() — (}/7"

h = hy;

res = f'ho;

g=:1:

while ldegree(res) < s+ 1 do

k = ldegree(res) + 1;

hy. = coeff(-r('e.s, k—1)/(rfok); 0 (T(f)T(h))

h+ = hy -2k

res+ = f'-hpa* —rkf - hpxk1;

end

return h;
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e
What if f, = 0?

« Find the lowest exponents of f, say d, then f = fx¢ for some f € F[x], f, # 0.

* fo = 0 can be reduced to the f, # 0 case, the cost would be the same :

Algorithm 5: SparsePerfectPowerZeroConst

Input: sparse polynomial f € F[z] of degree n s.t. fy =0 and integer s,r € Z s.t.
n=rs
Output sparse polynomial h € F[z| such that f = A’
= ldegree( f);

|_ f/z

3 h = Algorithm 4_SparsePerfectPowerNonzeroConst(f,, s);
d/r

s h=h-z
5 return h;
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So far

= \We solved the Sparse Polynomial Perfect Power Problem, no matter “tame” or
“‘wild” case, f, = 0 or f, # 0 case.

Remark

= Algorithm 4&5 actually compute the root assuming that f = h';
= But if not, the algorithms still output something:)
= That is actually a solution to a more general problem :

= To check whether f = h", we can check whether f'h = rh'f and lc(f) =

lc(h)", the multiplication is much faster than computing the power. The cost would
be O(t(f)t(h)). (Giesbrecht and Roche 2008)

= In the thesis, we also discuss the perfect power for rational functions.
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This Presentation

@b Solve Sparse Polynomial Decomposition inspired
by the Polynomial Perfect Power Problem
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Polynomial Decomposition Problem

s . )
Let F be any finite field. Given f = )i, fix" € F[x] with deg(f) =n, f;, #

0, suppose that n = rs for some r, s € N, determine whether there

Kexists g h € F[x] with deg(g) = r and deg(h) = s such that f = g o h.

J
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e
Reduction of von zur Gathen(1990)

= |n the following, we will assume the “tame” case;

= |If f = gohanda,p are the leading coefficients of f, h, then an affine linear
transformation yields :

i @:g(ﬁ.h‘ﬁ#jth(m) . (g(ﬁx+h(0)))oh—h(0)

a (8 (8

F=1L 9(x) = %-g(Bz+h(0),h = "5

= Thus, we can assume [, g, h are monic and h(0) = 0.
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Observations of von zur Gathen(1990)
= Define the reversal of polynomials to be :

Feo=x"f(3), hG)=x"-h()

X

von zur Gathen(1990) observed that :
« If f = g(h(x)), then f(x) = h(x)" mod x5;
= Since deg (h) =deg (h)=s and h(0) = 0, if such h exists it is unique.

= Polynomial Decomposition Problem can be solved via the computation of root h
and a Taylor expansion for g, in the dense setting.
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Sparse Polynomial Decomposition Problem

/Let F be any finite field. Given f=3",fix' €F[x] with deg(f) =

n, f, # 0, suppose that n = rs for some r,s € N, determine whether there
exists g, h € F[x] with deg(g) = r and deg(h) = s such that f = g o h, if so,
find h in a manner whose costs is polynomial logn,logs,t(f),t(h),r.

~

= By Zannier(2007,2008,2009), we can assume that and if f is sparse;
= Follow the same “ " assumption;

= Use the same reduction and tricks;

= Qur faster sparse perfect power algorithm would lead to a algorithm for sparse

polynomial decomposition,;

g can be found using
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Sparse Polynomial Decomposition Algorithm

Algorithm 9: SparsePolyDecomp
Input: sparse polynomial f € F[x| of degree n,integer s,r € Z st n =rs
Output: sparse polynomials g, h € F|z| such that f =goh

1 a=Ilc(f), B= o/, hy = f(}/r;

2 F=fla
3_f = reversal(f);

4| h = Algorithm 6_SparsePerfectPowerMod(f,r, s); O(r(f)r(h))
5 h=21z°-h(l/z);

6 h=[-h+ ho;

7 // Next we recover g;

8 Fix a set S C F' with 2n elements

o Let a; = h(0); O(rt(h)logs)

10 For ¢ from 2 to r do

11~ Choose a random a; € S repeatedly until h(a;) € {h(a1),...,h(a;_1)};

12 Interpolate g € F[x| from points {(f(a1), h(a,)),..., (f(a.),h(a))}; v or

13 return g, h; O(rt(f)logn) LOO

O(rlog®r)




Check the correctness of the result

= In the perfect power case, we check f = h" by using the trick f'h = rh’f;
this is fast even in the sparse setting;
= We don’t know if there exists such a certificate for general polynomial decomposition;

= Can do a randomized test, a deterministic one is unknown.
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@b Generalize the Polynomial Perfect Power
Problem to Differential Equations
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Perfect Power Problem to Differential Equation

= Solving f'h = rh'f is in fact solving a differential equation over power series :

0= (f' —rfD)h,
where D is the , (f' —rfD) is a linear differential operator.
= Consider the with polynomial coefficients :
L=fo+fiD+ f,D? + -+ f, D7,
for fo, -+, fr € F[x] (change of notation), f, # 0, £ is the of L.

= We will use f; ; to denote the jth coefficient of f;.
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Sparse Linear Differential Equation Problem

(Given £ = fy + D + f,D2 + - + f,D%, where 7(f) < t and m € N. The

problem is to find an h such that

Lh =0 mod x™.
\_ J

hisa“ " to a power series solution to the differential equation;

Sometimes we have a priori knowledge that h is sparse;

Given hy, -+, hp_q, if , then h exists and is unique;
(Undetermined Coefficient Method);

The goal is to design an algorithm with (£ + t + t(h))°(" operations in F.
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Similar “Newton-like” Method

0= foh+ fih/ + - + fh®
= fo(h + hua® + ha®*Y) + fi(h + hpa® + haF ) + - + fo(h + hypz® + ha*H1)O
. s . k!

= (foh+f1h' +--- feh(l)) +

h 0) k¢ d k—t+1
(k—0) kfe(0)x mod z
= Rz** mod z* ',

res = fO'(hl0+hk'$k)+f1 : (hl0+hk'$k)’+---+fg-(hlo+hk-xk)“)
k!

= res’ + hifor® + khpfiz® 1+ + C _' g)'hkfg:ck_e.
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General Differential Equation Algorithm

Algorithm 12: GeneralCase

Input: polynomial fy, fi1,--- , fe € F[z] of degree ng, ny, --- ,ng respectively s.t.

f¢(0) # 0 and integer m € Z

Output: polynomial h € F[z] such that foh + fih' + -+ + fih' = 0 mod z™
1 Pick any hg, hy, -+, hy_q;
2 h=hy+hx+--- +hg_1$£—l;
3 res = foh+ fih/ + -+ foh;
4:c="1
5
6
7

while ldegree(res) < m+ 1 do
k = ldegree(res) + ¢;

hr = —coeff(res, k — £)/(— o e).fe( ));

8 h+ = hy - z¥; O(t‘f’[(h))
o ||[res+=3, Temhe - fix®
10 end

11 return Ah;
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Implementation

= We implement our algorithms in Maple as proof of concept;

= The algorithm works for any finite field, the implementation is over Z computationally;

For the general differential equation :
= The solution sparsity decreases as the order ¢ increases;

= The solution sparsity increases as the coefficient sparsity bound t increases.
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Implementation

= For the perfect power problem as a special case, i.e., £ = 1.
= The solution sparsity increases as the input sparsity 7(f) increases.

= Perfect power structure seems lead to a more linear relationship.
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Summary
9 Solve the Polynomial Perfect Power Problem in
dense setting
9 Solve the Polynomial Perfect Power Problem in
sparse setting
9 Solve the Sparse Polynomial Decomposition
9 Generalize the Polynomial Perfect Power

Problem to Differential Equations
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Open Problems

= An optimal algorithm for sparse perfect power in O (z(f) + 7(h))?

Sparse Polynomial decomposition in the “wild” case?

A deterministic algorithm to check the sparse polynomial decomposition?

A fast algorithm to solve Lh = 0 mod x™ when f,(0) = 0?

An optimal algorithm for Lh = 0 mod x™ in O(t + £ + t(h))?

Any other families of differential equations we can expect sparse Taylor series?
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