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#### Abstract

In 1800's, Jacques Charles Francois Sturm and Joseph Liouville worked on a particular second-order linear differential operator $\mathcal{L}=\frac{d}{d x}\left(p(x) \frac{d}{d x}\right)+\rho(x)$. The Sturm-Liouville Problem was essentially solving eigenvalue problems for the differential operator $\mathcal{L}$. It is still an active area of research as researchers are trying to solve it with weaker and weaker assumptions. The Sturm-Liouville Theory is powerful in applied mathematics as all second-order linear ordinary differential equations can be reduced to this form. This report is a literature review of the Sturm-Liouville Problem.


## 1 General Linear Second-Order Equations

Consider the ordinary differential equation of second order on the real interval $I$ given by :

$$
\begin{equation*}
a(x) y^{\prime \prime}+b(x) y^{\prime}+c(x) y=f(x) \tag{1}
\end{equation*}
$$

where $a, b, c, f$ are complex functions on $I$.
Definition 1.1. For equation (1), when $f=0$ on $I$, the equation is called homogeneous, otherwise it is nonhomogeneous. Any complex function $g \in \mathcal{C}^{2}(I)$ is a solution of equation (1) if we substitute $y$ by $g$, the equation still holds.
Denote the second-order differential operator $a(x) \frac{d^{2}}{d x^{2}}+b(x) \frac{d}{d x}+c(x)$ by $\mathcal{L}$, then equation (1) can be written as $\mathcal{L} y=f$. Note that $\mathcal{L}$ is linear in the sense that $\mathcal{L}\left(c g_{1}+g_{2}\right)=c \mathcal{L} g_{1}+\mathcal{L} g_{2}, \forall c \in$ $\mathbb{C}, g_{1}, g_{2} \in \mathcal{C}^{2}(I)$. And this is why equation (1) is a linear differential equation.
If $a(x) \neq 0$ on $I$, then we can obtain a "monic" equation by dividing $a(x)$ for equation (1):

$$
\begin{equation*}
y^{\prime \prime}+q(x) y^{\prime}+\rho(x) y=h(x) \tag{2}
\end{equation*}
$$

where $q=b / a, \rho=c / a, h=f / a$.
Definition 1.2. Equation (1) is said to be regular on I if a $(x)$ does not vanish at any point on $I$, in which case, equation (1) and equation (2) have the same solution sets. Otherwise, if there exists $x_{0} \in I$ such that $a\left(x_{0}\right)=0$, equation (1) is said to be singular with a singular point $x_{0}$.
Definition 1.3. If $q, \rho, h \in \mathcal{C}(I)$ and $x_{0} \in I, \forall \sigma, \tau \in \mathbb{C}$, there is a unique solution $\phi$ of equation (2) such that $\phi\left(x_{0}\right)=\sigma$ and $\phi^{\prime}\left(x_{0}\right)=\tau$, which are called initial conditions. The system of this condition and equation (2) is called an initial value problem.
Definition 1.4. When $I=[a, b]$, the boundary conditions have the forms :

$$
\text { - } y(a)=\sigma, y(b)=\tau . \quad \bullet y^{\prime}(a)=\sigma, y^{\prime}(b)=\tau . \quad \bullet y(c)=\sigma, y^{\prime}(c)=\tau, \text { where } c=a \text { or } b .
$$

which can be generalized by :

$$
\begin{equation*}
\alpha_{1} y(a)+\alpha_{2} y^{\prime}(a)+\alpha_{3} y(b)+\alpha_{4} y^{\prime}(b)=\sigma, \quad \beta_{1} y(b)+\beta_{2} y^{\prime}(b)+\beta_{3} y(a)+\beta_{4} y^{\prime}(a)=\tau \tag{3}
\end{equation*}
$$

where $\alpha_{i}, \beta_{i} \in \mathbb{C}$ and $\sum_{i=1}^{4}\left|\alpha_{i}\right|>0$ and $\sum_{i=1}^{4}\left|\beta_{i}\right|>0$. The system of equation (1) and (3) is called $a$ boundary value problem.
Definition 1.5. Boundary condition is called :

- homogeneous if $\sigma=\tau=0$.
- separated if $\alpha_{3}=\alpha_{4}=\beta_{3}=\beta_{4}=0$, i.e. $\alpha_{1} y(a)+\alpha_{2} y^{\prime}(a)=\sigma$ and $\beta_{1} y(b)+\beta_{2} y^{\prime}(b)=\tau$.

Definition 1.6. $\forall f, g \in \mathcal{C}^{1}$, the Wronskian of $f$ and $g$ is the determinant (also denoted as $W(x)$ ):

$$
W(f, g)(x)=\left|\begin{array}{cc}
f(x) & g(x) \\
f^{\prime}(x) & g^{\prime}(x)
\end{array}\right|=f(x) g^{\prime}(x)-g(x) f^{\prime}(x)
$$

Theorem 1.7. If $y_{1}$ and $y_{2}$ are solutions of homogeneous equation

$$
\begin{equation*}
y^{\prime \prime}+q(x) y^{\prime}+\rho(x) y=0, x \in I \tag{4}
\end{equation*}
$$

where $q \in \mathcal{C}(I)$, then either $W\left(y_{1}, y_{2}\right)(x)=0, \forall x \in I$, or $W\left(y_{1}, y_{2}\right)(x) \neq 0, \forall x \in I$.
Moreover $y_{1}, y_{2}$ are linearly independent if and only if $W\left(y_{1}, y_{2}\right)(x) \neq 0$.
Proof. Since $y_{1}, y_{2}$ are solutions of equation (4),thus

$$
y_{1}^{\prime \prime}+q y_{1}^{\prime}+\rho y_{1}=0, y_{2}^{\prime \prime}+q y_{2}^{\prime}+\rho y_{2}=0
$$

Hence have :

$$
\begin{aligned}
W^{\prime}+q W & =y_{1} y_{2}^{\prime \prime}-y_{2} y_{1}^{\prime \prime}+q\left(y_{1} y_{2}^{\prime}-y_{2} y_{1}^{\prime}\right) \\
& =y_{1}\left(y_{2}^{\prime \prime}+q y_{2}^{\prime}+\rho y_{2}\right)-y_{2}\left(y_{1}^{\prime \prime}+q y_{1}^{\prime}+\rho y_{1}\right)=0
\end{aligned}
$$

Integrating both sides to get :

$$
W(x)=c \cdot \exp \left(-\int_{a}^{x} q(t) d t\right), x \in I
$$

Thus $W(x)=0$ if and only if $c=0$, this proves the first part of the theorem.
For the second part, if $y_{1}, y_{2}$ are linearly dependent, one is a multiple of the other,
Thus $W(x)=0$ on I.
Conversely, if $W(x)=0$, thus $W(x) \equiv 0$
Then the vectors $\left(y_{1}, y_{1}^{\prime}\right)$ and $\left(y_{2}, y_{2}^{\prime}\right)$ are linearly independent, thus so is $y_{1}, y_{2}$.
Definition 1.8. A function $f: I \rightarrow \mathbb{C}$ is said to have an isolated zero at $x_{0} \in I$ if $f\left(x_{0}\right)=0$ and there exists a neighbor $U$ of $x_{0}$ such that $f(x) \neq 0, \forall x \in\left(U-\left\{x_{0}\right\}\right) \cap I$.

Note that if $y$ is a solution of equation (4) and $y\left(x_{0}\right)=0$ for some $x_{0} \in I$. If $y^{\prime}\left(x_{0}\right)=0$, this will forces $y=0$. If $y^{\prime}\left(x_{0}\right) \neq 0$, note $y^{\prime} \in \mathcal{C}(I)$, then $\exists$ neighbor $U$ of $x_{0}$ such that $y^{\prime} \neq 0$ on $U \cap I$, then $y$ is strictly increasing or strictly decreasing. This means the zeros of $y$ are isolated on $I$.
Theorem 1.9 (Sturm Separation Theorem). If $y_{1}, y_{2}$ are linearly independent solutions of equation (4), then zeros of $y_{1}$ are distinct from zeros of $y_{2}$. And there is exactly one zero of $y_{1}$ between any two consecutive zeros of $y_{2}$, there is exactly one zero of $y_{2}$ between any two consecutive zeros of $y_{1}$.

Proof. By Theorem 1.7, $W\left(y_{1}, y_{2}\right)(x)=y_{1} y_{2}^{\prime}-y_{2} y_{1}^{\prime} \neq 0$, then $y_{1}, y_{2}$ cannot have common zeros.
Let $a, b$ be two consecutive zeros of $y_{2}$, then

$$
\begin{aligned}
& 0 \neq W(a)=y_{1}(a) y_{2}^{\prime}(a)-y_{2}(a) y_{1}^{\prime}(a)=y_{1}(a) y_{2}^{\prime}(a) \\
& 0 \neq W(b)=y_{1}(b) y_{2}^{\prime}(b)-y_{2}(b) y_{1}^{\prime}(b)=y_{1}(b) y_{2}^{\prime}(b)
\end{aligned}
$$

Since $y_{2}^{\prime} \in \mathcal{C}(I), \exists U$ of $a$ and $V$ of $b$ such that sign of $y_{2}^{\prime}$ does not change on $U$ and $V$.

Note $a, b$ are consecutive zeros, so $y_{2}^{\prime}$ will have opposite signs on $U \cap I$ and $V \cap I$.
Hence $y_{1}(a)$ and $y_{1}(b)$ have opposite signs on $I$ to not change the sign of $W(x)$.
Thus there exists at least one zero of $y_{1}$ between $a$ and $b$.
But if $\alpha, \beta$ are two zeros of $y_{1}$ between $a$ and $b$
Then using above argument, $\exists$ a zero of $y_{2}$ between $\alpha, \beta$, which is a contradiction.
A contrapositive statement of above theorem will tell us that if $y_{1}, y_{2}$ are two solutions of equation (4) with common zeros in $I$, then $y_{1}, y_{2}$ are linearly dependent.

Now consider if $y=u v$, then

$$
y^{\prime}=u^{\prime} v+u v^{\prime}, \quad y^{\prime \prime}=u^{\prime \prime} v+2 u^{\prime} v^{\prime}+u v^{\prime \prime}
$$

Then equation (4) becomes :

$$
0=y^{\prime \prime}+q y^{\prime}+\rho y=v u^{\prime \prime}+\left(2 v^{\prime}+q v\right) u^{\prime}+\left(v^{\prime \prime}+q v^{\prime}+\rho v\right) u
$$

Now choose $v$ such that $2 v^{\prime}+q v=0$, i.e.

$$
\begin{aligned}
& v(x)=\exp \left(-\frac{1}{2} \int_{a}^{x} q(t) d t\right) \\
& r(x)=v^{\prime \prime}+q v^{\prime}+\rho v=\rho(x)-\frac{1}{4} q^{2}(x)-\frac{1}{2} q^{\prime}(x)
\end{aligned}
$$

Note $v \neq 0$, then zeros of $u$ are equivalent to zeros of $y$, we transform equation (4) to :

$$
\begin{equation*}
u^{\prime \prime}+r u=0 \tag{5}
\end{equation*}
$$

Theorem 1.10 (Sturm Comparison Theorem). Let $u$ and $v$ be such that $u^{\prime \prime}+r_{1} u=0$ and $v^{\prime \prime}+r_{2} v=0$ over I. If $r_{1}(x) \geq r_{2}(x), \forall x \in I$. Then either $u$ has at least one zero between two consecutive zeros of $v$, or $r_{1} \equiv r_{2}$ and $u$, $v$ are linearly dependent.

Proof. Let $a, b$ be any two consecutive zeros of $v$ and assume $u$ has no zeros between $a$ and $b$.
WLOG, assume $u>0, v>0$ on $(a, b)$, also note $v^{\prime}(a) \geq 0$ and $v^{\prime}(b) \leq 0$.
Hence consider the Wronskian of $u$ and $v$ :

$$
\begin{aligned}
& W(a)=u(a) v^{\prime}(a) \geq 0, \quad W(b)=u(b) v^{\prime}(b) \leq 0 \\
& W^{\prime}(x)=u(x) v^{\prime \prime}(x)-u^{\prime \prime}(x) v(x)=\left(r_{1}(x)-r_{2}(x)\right) u(x) v(x) \geq 0, \forall x \in(a, b)
\end{aligned}
$$

To make $W^{\prime}(x) \geq 0$ and $W(a) \geq 0 \geq W(b)$, this forces $r_{1} \equiv r_{2}$, i.e. $W(x) \equiv 0$.
By Theorem 1.7, $u$ and $v$ are linearly dependent.
If $u$ is a nontrivial solution of equation (5) on $I$, if $r(x) \leq 0$, with above theorem, we can conclude that $u$ has at most one zero on $I$.

## 2 Differential Equations and Self-Adjoint Differential Operator

We can modify equation (4) as :

$$
\begin{equation*}
p(x) y^{\prime \prime}+q(x) y^{\prime}+\rho(x) y=0 \tag{6}
\end{equation*}
$$

Introduce a linear second-order differential operator :

$$
\mathcal{L}=p(x) \frac{d^{2}}{d x^{2}}+q(x) \frac{d}{d x}+\rho(x)
$$

Equation (6) can be written as :

$$
\mathcal{L} y=0, y \in L_{2}(I) \cap \mathcal{C}^{2}(I)
$$

Recall that if $X$ is an inner product space, the adjoint of a linear operator $T$, if exists, is the operator $T^{\prime}$ such that $\langle T x, y\rangle=\left\langle x, T^{\prime} y\right\rangle, \forall x, y \in X$. And $T$ is self-adjoint if $T=T^{\prime}$. If $X$ is finite dimensional, then $T$ can be represented as a matrix with respect to the orthonormal basis $\left\{e_{i}\right\}$ and the corresponding matrix of $T^{\prime}$ is the transpose of the complex conjugate of the matrix of $T$, i.e. :

$$
T=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\vdots & \ddots & \vdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right], T^{\prime}=\left[\begin{array}{ccc}
\bar{a}_{11} & \cdots & \bar{a}_{n 1} \\
\vdots & \ddots & \vdots \\
\bar{a}_{1 n} & \cdots & \bar{a}_{n n}
\end{array}\right]=\bar{T}^{\top}
$$

Proposition 2.1. If $T$ is self-adjoint, in matrix language, $T$ is a Hermitian matrix, then

- The eigenvalues of $T$ are real numbers.
- The eigenvectors of T corresponding to distinct eigenvalues are orthogonal.
- The eigenvectors of $T$ forms a basis of $X$.

We would like to study $\mathcal{L}^{\prime}$, the adjoint of $\mathcal{L}$, where $\langle\mathcal{L} f, g\rangle=\left\langle f, \mathcal{L}^{\prime} g\right\rangle, \forall f, g \in L_{2}(I)$. Have :

$$
\begin{aligned}
\langle\mathcal{L} f, g\rangle & =\int_{a}^{b}\left(p f^{\prime \prime}+q f^{\prime}+\rho f\right) \bar{g} d x \\
& =\left.\left(p f^{\prime} \bar{g}-f(p \bar{g})^{\prime}\right)\right|_{a} ^{b}+\int_{a}^{b} f(p \bar{g})^{\prime \prime} d x+\left.q f \bar{g}\right|_{a} ^{b}-\int_{a}^{b} f(q \bar{g})^{\prime} d x+\int_{a}^{b} f \rho \bar{g} d x \\
& =\left\langle f,(\bar{p} g)^{\prime}-(\bar{q} g)^{\prime}+\bar{\rho} g\right\rangle+\left.\left(p\left(f^{\prime} \bar{g}-f \bar{g}^{\prime}\right)+\left(q-p^{\prime}\right) f \bar{g}\right)\right|_{a} ^{b} \\
& =\left\langle f, \bar{p} g^{\prime \prime}+\left(2 \bar{p}^{\prime}-\bar{q}\right) g^{\prime}+\left(\bar{p}^{\prime \prime}-\bar{q}^{\prime}+\bar{\rho}\right) g\right\rangle+\left.\left(p\left(f^{\prime} \bar{g}-f \bar{g}^{\prime}\right)+\left(q-p^{\prime}\right) f \bar{g}\right)\right|_{a} ^{b}
\end{aligned}
$$

where the integral is improper if $I=(a, b)$ is infinite or any of the integrands is unbounded at $a$ or b. And it is well-defined if $p \in \mathcal{C}^{2}(I), q \in \mathcal{C}^{1}(I)$ and $\rho \in \mathcal{C}(I)$.

Definition 2.2. Define the formal adjoint of $\mathcal{L}$ to be :

$$
\mathcal{L}^{*}=\bar{p} \frac{d^{2}}{d x^{2}}+\left(2 \bar{p}^{\prime}-\bar{q}\right) \frac{d}{d x}+\left(\bar{p}^{\prime \prime}-\bar{q}^{\prime}+\bar{\rho}\right)
$$

$\mathcal{L}$ is said to be formally self-adjoint if $\mathcal{L}^{*}=\mathcal{L}$.
$\mathcal{L}$ is formally self-adjoint if $\mathcal{L}^{*}=\mathcal{L}$, i.e.

$$
\bar{p}=p, \quad 2 \bar{p}^{\prime}-\bar{q}=q, \quad \bar{p}^{\prime \prime}-\bar{q}+\bar{\rho}=\rho
$$

This forces $p, q, \rho \in \mathbb{R}[x]$ and $p^{\prime}=q$, thus

$$
\mathcal{L} f=p f^{\prime \prime}+p^{\prime} f^{\prime}+\rho f=\left(p f^{\prime}\right)^{\prime}+\rho f
$$

Therefore $\mathcal{L}$ is formally self-adjoint if

$$
\mathcal{L}=\frac{d}{d x}\left(p \frac{d}{d x}\right)+\rho
$$

Then we obtain :

$$
\langle\mathcal{L} f, g\rangle=\left\langle f, \mathcal{L}^{*} g\right\rangle+\left.\left(p\left(f^{\prime} \bar{g}-f \bar{g}^{\prime}\right)+\left(q-p^{\prime}\right) f \bar{g}\right)\right|_{a} ^{b}=\langle f, \mathcal{L} g\rangle+\left.\left(p\left(f^{\prime} \bar{g}-f \bar{g}^{\prime}\right)\right)\right|_{a} ^{b}
$$

Hence $\left.\left(p\left(f^{\prime} \bar{g}-f \bar{g}^{\prime}\right)\right)\right|_{a} ^{b}=0, \forall f, g \in L_{2}(I)$. This yields the following theorem :
Theorem 2.3. If $p \in \mathcal{C}^{2}(I), q \in \mathcal{C}^{1}(I), \rho \in \mathcal{C}(I)$, then :

- If $p, q, \rho \in \mathbb{R}[x]$ and $q=p^{\prime}$, then $\mathcal{L}$ is formally self-adjoint.
- If $\mathcal{L}$ is formally self-adjoint and $\left.\left(p\left(f^{\prime} \bar{g}-f \bar{g}^{\prime}\right)\right)\right|_{a} ^{b}=0, \forall f, g \in L_{2}(I)$, then $\mathcal{L}$ is self-adjoint.

Now consider the eigenvalue problem :

$$
\begin{equation*}
\mathcal{L} u+\lambda u=0 \tag{7}
\end{equation*}
$$

Any $u \neq 0 \in L_{2}$ satisfying equation (7) for some eigenvalue $\lambda$ is an eigenfunction of $-\mathcal{L}$. But why we consider $-\mathcal{L}$ instead of $\mathcal{L}$ ? It can be observed that when $p>0$, eigenvalues of $\mathcal{L}$ will be negative. Equation (7) leads us one more step closer to the Sturm-Liouville Problem. We still need to do some generalization and we will need some boundary conditions.
Theorem 2.4. If $\mathcal{L}$ is self-adjoint, then eigenvalues of equation (7) are all real and any pair of eigenfunctions $f, g$ associated with distinct eigenvalues are orthogonal in $L_{2}(I)$.

Proof. Assume $\lambda \in \mathbb{C}$ is an eigenvalue of $-\mathcal{L}$, i.e. $\exists f \in L_{2}(I)-\{0\}$ s.t. $\mathcal{L} f+\lambda f=0$, then :

$$
\lambda\|f\|^{2}=\langle\lambda f, f\rangle=-\langle\mathcal{L} f, f\rangle=-\langle f, \mathcal{L} f\rangle \text { (by self-adjoint) }=\langle f, \lambda f\rangle=\bar{\lambda}\|f\|^{2}
$$

Thus $\lambda=\bar{\lambda}$, i.e. $\lambda \in \mathbb{R}$. And if $(\mu, g)$ is another eigenvalue eigenfunction pair, then

$$
\lambda\langle f, g\rangle=-\langle\mathcal{L} f, g\rangle=-\langle f, \mathcal{L} g\rangle=\mu\langle f, g\rangle
$$

Therefore $\langle f, g\rangle=0$
Therefore what we have obtained so far for $\mathcal{L}$ is as follows :


But what if $q \neq p^{\prime}$ ? WLOG assume $p>0$, define a new operator via multiplying $\mathcal{L}$ by a function $r$ :

$$
\tilde{\mathcal{L}}=r \mathcal{L}=r p \frac{d^{2}}{d x^{2}}+r q \frac{d}{d x}+r \rho
$$

By Theorem $2.3, \tilde{\mathcal{L}}$ is formally self-adjoint if

$$
r q=(r p)^{\prime}=r^{\prime} p+r p^{\prime}
$$

Solving above first-order differential equation, we obtain :

$$
r(x)=\frac{c}{p(x)} \exp \left(\int_{a}^{x} \frac{q(t)}{p(t)} d t\right)
$$

Note that $r \in \mathcal{C}^{2}(I)$ and $r>0$ on $I$. When $q=p^{\prime}, r$ will be a constant and $\mathcal{L}$ will be formally self-adjoint. Therefore when $q \neq p^{\prime}$ and $\mathcal{L}$ is not formally self-adjoint, modify equation (7) to get :

$$
\begin{equation*}
r \mathcal{L} u+\lambda r u=\tilde{\mathcal{L}} u+\lambda r u=0 \tag{8}
\end{equation*}
$$

where $\tilde{\mathcal{L}}$ is formally self-adjoint. Also note with $r>0$, we have:

$$
\left.\left(r p\left(f^{\prime} \bar{g}-f \bar{g}^{\prime}\right)\right)\right|_{a} ^{b}=\left.0 \Longleftrightarrow\left(p\left(f^{\prime} \bar{g}-f \bar{g}^{\prime}\right)\right)\right|_{a} ^{b}=0, \forall f, g \in L_{2}(I)
$$

So with above condition, $\tilde{\mathcal{L}}$ is self-adjoint.
Now we may need more definitions for the generalization of eigenvalues and the eigenfunctions.

Definition 2.5. Let $r \in \mathcal{C}(I)$ be positive, where $I=(a, b)$, the inner product of two functions $f, g \in \mathcal{C}(I)$ with respect to the weight function $r$ is :

$$
\langle f, g\rangle_{r}=\int_{a}^{b} f(x) \bar{g}(x) r(x) d x
$$

This can be verified to be indeed an inner product.
We say $f$ is orthogonal to $g$ with respect to $r$ if $\langle f, g\rangle_{r}=0$.
Definition 2.6. The induced norm of previous definition is :

$$
\|f\|_{r}=\left(\int_{a}^{b}|f(x)|^{2} r(x) d x\right)^{1 / 2}
$$

This can be verified to be indeed a norm.
The corresponding space is defined to be :

$$
L_{2}^{r}(I)=\left\{f: I \rightarrow \mathbb{C} \mid\|f\|_{r}<\infty\right\}
$$

This can also be verified to be an inner product space. Note $L_{2}(I)$ is a special case when $r \equiv 1$.
If $f \in L_{2}^{r}(I)$ is an eigenfunction of $\mathcal{L}$ with eigenvalue $\lambda$, then

$$
\lambda\|f\|_{r}^{2}=\langle\lambda r f, f\rangle=-\langle\tilde{\mathcal{L}} f, f\rangle=-\langle f, \tilde{\mathcal{L}} f\rangle=\langle f, \lambda r f\rangle=\bar{\lambda}\|f\|_{r}^{2}
$$

Thus $\lambda \in \mathbb{R}$. And let $(\mu, g)$ be another eigenvalue eigenfunction pair, then

$$
(\lambda-\mu)\langle f, g\rangle_{r}=\lambda\langle r f, g\rangle-\mu\langle r f, g\rangle=\langle\lambda r f, g\rangle-\langle f, \mu r g\rangle=\langle-\tilde{\mathcal{L}} f, g\rangle-\langle f,-\tilde{\mathcal{L}} g\rangle=0
$$

Note that $\tilde{\mathcal{L}}$ is self-adjoint, so $\langle f, g\rangle_{r}=0$.
Above yields the following theorem, which is a generalization of Theorem 2.4 :
Theorem 2.7. If $\tilde{\mathcal{L}}$ is self-adjoint and $r \in \mathcal{C}(I)$ is positive on $I$, then eigenvalues of equation (8) are all real and any pair of eigenfunctions $f, g$ associated with distinct eigenvalues are orthogonal in $L_{2}^{r}(I)$. I.e. :


Note that in fact, eigenvalues and eigenfunctions of equation (8) are the eigenvalues and eigenfuncctions of the operator $-r^{-1} \tilde{\mathcal{L}}$.
When $I$ is finite, then $r$ attains its min $\alpha$ and max $\beta$ in the sense that $0<\alpha \leq r(x) \leq \beta<\infty$. Hence $\sqrt{\alpha}\|f\| \leq\|f\|_{r} \leq \sqrt{\beta}\|f\|$. This actually shows that $\|\cdot\|$ and $\|\cdot\|_{r}$ are equivalent, and thus $L_{2}(I)$ and $L_{2}^{r}(I)$ are the same even induced by different norms.

## 3 The Regular Sturm-Liouville Problem

Consider the formally self-adjoint second-order linear differential operator :

$$
\mathcal{L}=\frac{d}{d x}\left(p(x) \frac{d}{d x}\right)+\rho(x)
$$

The eigenvalue equation :

$$
\begin{equation*}
\mathcal{L} u+\lambda r(x) u=0, \quad x \in(a, b) \tag{9}
\end{equation*}
$$

subject to the separated homogeneous boundary conditions :

$$
\begin{array}{ll}
R_{1} u=\alpha_{1} u(a)+\alpha_{2} u^{\prime}(a)=0, & \left|\alpha_{1}\right|+\left|\alpha_{2}\right|>0, \\
R_{2} u=\beta_{1} u(b)+\beta_{2} u^{\prime}(b)=0, & \left|\beta_{1}\right|+\left|\beta_{2}\right|>0,
\end{array}
$$

where $\alpha_{i}, \beta_{i} \in \mathbb{R}$, is called a Sturm-Liouville Problem.
If $I=(a, b)$ is bounded and $p(x) \neq 0$ over $I$, then it is a regular Sturm-Liouville Problem, otherwise it is singular. Here we consider the regular Sturm-Liouville Problem and we assume $p(x)$ to be positive on $I$.
Note that $\mathcal{L}$ is linear and equation (9) is linear in $\lambda$. So we could do eigenvalue shifting. Thus WLOG we could assume 0 is not an eigenvalue of $\mathcal{L}$.
Theorem 3.1. The eigenvalues of $-\mathcal{L}$ are bounded below by a real number.
Proof. Let $u \in \mathcal{C}^{2}([a, b])$ be an eigenfunction with boundary conditions and $\lambda$ be its eigenvalue.
Then $u(a)=u(b)=0$, have :

$$
\begin{aligned}
\lambda\|u\|^{2} & =\langle-\mathcal{L} u, u\rangle \\
& =\int_{a}^{b}\left(-\left(p u^{\prime}\right)^{\prime} \bar{u}-\rho|u|^{2}\right) d x \\
& =\int_{a}^{b} p(x)\left|u^{\prime}(x)\right|^{2} d x-\int_{a}^{b} \rho(x) \left\lvert\, u^{\prime}(x)^{2} d x+p(b) \frac{\beta_{1}}{\beta_{2}} u^{2}(b)-p(a) \frac{\alpha_{1}}{\alpha_{2}} u^{2}(a)\right. \\
& =\int_{a}^{b} p(x)\left|u^{\prime}(x)\right|^{2} d x-\int_{a}^{b} \rho(x) \mid u^{\prime}(x)^{2} d x \\
& \geq-\|u\|^{2} \cdot \max _{a \leq x \leq b}|r(x)|
\end{aligned}
$$

Therefore $\lambda \geq c$, where $c=\max _{a \leq x \leq b}|r(x)| \in \mathbb{R}$.
Also there exists at most two linearly independent eigenfunctions with eigenvalues $<c$.
If so, say $u, v, w$ with eigenvalues $\lambda, \mu, \nu<c$. WLOG assume $u, v, w$ are orthonormal.
With bounday conditions, the six below vectors lie in a 1-dimensional subspace of $\mathbb{R}^{2}$ :

$$
\left(u(a), u^{\prime}(a)\right),\left(u(b), u^{\prime}(b)\right),\left(v(a), v^{\prime}(a)\right),\left(v(b), v^{\prime}(b)\right),\left(w(a), w^{\prime}(a)\right),\left(w(b), w^{\prime}(b)\right)
$$

Then the below three vectors lie in a 2-dimensional subspace of $\mathbb{R}^{4}$ :
$\left(u(a), u^{\prime}(a), u(b), u^{\prime}(b)\right),\left(v(a), v^{\prime}(a), v(b), v^{\prime}(b)\right),\left(w(a), w^{\prime}(a), w(b), w^{\prime}(b)\right)$
Then $\exists s, t, l \in \mathbb{R}$ not all zero such that :
$s\left(u(a), u^{\prime}(a), u(b), u^{\prime}(b)\right)+t\left(v(a), v^{\prime}(a), v(b), v^{\prime}(b)\right)+l\left(w(a), w^{\prime}(a), w(b), w^{\prime}(b)\right)=0$
Therefore $f=s u+t v+l w$ is an eigenfunction of $-\mathcal{L}$ such that $f(a)=f(b)=0$, then :

$$
\langle-\mathcal{L} f, f\rangle=\lambda|s|^{2}+\mu|t|^{2}+\nu|l|^{2}<c\left(|s|^{2}+|t|^{2}+|l|^{2}\right)=c\|f\|^{2}
$$

which is a contradiction.

Definition 3.2. Green's Function for the self-adjoint operator $\mathcal{L}=p \frac{d^{2}}{d x^{2}}+p^{\prime} \frac{d}{d x}+\rho$ under previous boundary conditions is a function $G: \mathcal{C}\left([a, b]^{2}\right) \rightarrow \mathbb{R}$ such that

- $G$ is symmetric, i.e. $G(x, y)=G(y, x), \forall x, y \in[a, b]$.
- $G$ satisfies the boundary conditions for $x$ and $y$.
- $\mathcal{L}_{x} G(x, y)=0$, for $x \neq y$.
- Derivative $\partial G / \partial x$ has a "jump" discontinuity at $x=y$ by $\frac{\partial G}{\partial x}\left(y^{+}, y\right)-\frac{\partial G}{\partial x}\left(y^{-}, y\right)=\frac{1}{p(y)}$

Theorem 3.3. With $\mathcal{L}=\frac{d}{d x}\left(p \frac{d}{d x}\right)+\rho$, we can easily verify the Lagrange identity :

$$
\left.u \mathcal{L} v-v \mathcal{L} u=\left(p\left(u v^{\prime}-v u^{\prime}\right)\right)^{\prime}=(p W)\right)^{\prime}
$$

## And this gives the Green's formula :

$$
\left.\int_{a}^{b}(u \mathcal{L} v-v \mathcal{L} u) d x=\left.\left(p\left(u v^{\prime}-v u^{\prime}\right)\right)\right|_{a} ^{b}=(p W)\right)\left.\right|_{a} ^{b}
$$

Consider $\mathcal{L} u=0$ has two unique solutions $u, v$ such that

$$
\begin{array}{lr}
u(a)=\alpha_{2}, & u^{\prime}(a)=-\alpha_{1} \\
v(b)=\beta_{2}, & v^{\prime}(b)=-\beta_{1}
\end{array}
$$

Note that boundary conditions are satisfied. And $u, v$ must be linearly independent otherwise 0 would be an eigenvalue.
Consider the Wronskian $W(u, v)(x)=u(x) v^{\prime}(x)-u^{\prime}(x) v(x)$, which is non-zero over $[a, b]$. And note $p(x) \neq 0$, we define the Green's Function for the regular Sturm-Liouville Problem to be :

$$
G(x, y)=\frac{1}{p(x) W(x)} \cdot \begin{cases}u(y) v(x), & a \leq y \leq x \leq b \\ u(x) v(y), & a \leq x \leq y \leq b\end{cases}
$$

And the Lagrange identity gives $\left(p\left(u v^{\prime}-u^{\prime} v\right)\right)^{\prime}=u \mathcal{L} v-v \mathcal{L} u=0$.
Theorem 3.4. $G(x, y)$ defined above is indeed a Green's function.
Proof. The first three bullets are easy to verify, we consider the derivative.
Let $\epsilon>0$ and differentiate $G(x, y)$, we get :

$$
\frac{\partial G}{\partial x}(y, y+\epsilon)-\frac{\partial G}{\partial y}(y, y-\epsilon)=\frac{1}{p(y) W(y)}\left(u(y) v^{\prime}(y+\epsilon)-u^{\prime}(y-\epsilon) v(y)\right)
$$

Then the above expression $\rightarrow \frac{1}{p(y)}$ as $\epsilon \rightarrow 0$ since $u^{\prime}, v^{\prime} \in \mathcal{C}(I)$.
Now we define an operator $T$ on $\mathcal{C}(I)$ by:

$$
T f(x)=\int_{a}^{b} G(x, y) f(y) d y
$$

Theorem 3.5. The function $T f \in \mathcal{C}^{2}(I)$ and solves the differential equation $\mathcal{L} u=f$.
Proof. Rewrite $T f$ and differentiate it, we get :

$$
\begin{aligned}
(T f)^{\prime \prime}(x) & =\int_{a}^{x} \frac{\partial^{2} G(x, y)}{\partial x^{2}} f(y) d y+\frac{\partial G\left(x, x^{-}\right)}{\partial x} f\left(x^{-}\right)+\int_{x}^{b} \frac{\partial^{2} G(x, y)}{\partial x^{2}} f(y) d y-\frac{\partial G\left(x, x^{+}\right)}{\partial x} f\left(x^{+}\right) \\
& =\int_{a}^{x} \frac{\partial^{2} G(x, y)}{\partial x^{2}} f(y) d y+\int_{x}^{b} \frac{\partial^{2} G(x, y)}{\partial x^{2}} f(y) d y+\frac{f(x)}{p(x)}
\end{aligned}
$$

Hence $T f \in \mathcal{C}^{2}(I)$ and with $\mathcal{L}_{x} G(x, y)=0, \forall x \neq y$ we have :

$$
\begin{aligned}
\mathcal{L}(T f)(x) & =p(x)(T f)^{\prime \prime}(x)+p^{\prime}(x)(T f)^{\prime}(x)+\rho(x)(T f)(x) \\
& =\int_{a}^{x} \mathcal{L}_{x} G(x, y) f(y) d y+\int_{x}^{b} \mathcal{L}_{x} G(x, y) f(y) d y+f(x) \\
& =f(x)
\end{aligned}
$$

Therefore $T f$ is a solution of $\mathcal{L} u=f$.
Note $G$ is symmetric, then $T f$ satisfies the boundary conditions. Consider the following theorem :
Theorem 3.6. If $u \in \mathcal{C}^{2}(I)$ satisfies the boundary condition, then $T(\mathcal{L} u)=u$.
Proof. Since $p, u, u^{\prime} \in \mathcal{C}(I)$, we have :

$$
\begin{aligned}
& T(\mathcal{L} u)(x) \\
= & \int_{a}^{x} G(x, y) \mathcal{L} u(y) d y+\int_{x}^{b} G(x, y) \mathcal{L} u(y) d y \\
= & \int_{a}^{x} u(y) \mathcal{L}_{y} G(x, y) d y+\int_{x}^{b} u(y) \mathcal{L}_{y} G(x, y) d y \\
& +\left.p(y)\left(u^{\prime}(y) G(x, y)-u(x, y) G_{y}(x, y)\right)\right|_{a} ^{b} \\
= & \left.p(y) u(y) G_{y}(x, y)(x, y)\right|_{x^{-}} ^{x^{+}}+\left.p(y)\left(u^{\prime}(y) G(x, y)-u(x, y) G_{y}(x, y)\right)\right|_{a} ^{b} \\
= & u(x)
\end{aligned}
$$

From this we can view $T$ as $\mathcal{L}^{-1}$, the inverse of $\mathcal{L}$.
Therefore consider the Sturm-Liouville system :

$$
\begin{aligned}
\mathcal{L} u+\lambda u & =0 \\
\alpha_{1} u(a)+\alpha_{2} u^{\prime}(a) & =0 \\
\beta_{1} u(b)+\beta_{2} u^{\prime}(b) & =0
\end{aligned}
$$

is equivalent to the eigenvalue equation :

$$
T u=\mu u, \quad \text { where } \mu=-\frac{1}{\lambda}
$$

So now we can focus on the spectral properties of $T$.
Definition 3.7. Let $F$ be an infinite set of continuous function on $I$. F is equicontinuous on $I$ if $\forall \epsilon>0, \exists \delta>0$, which depends on $\epsilon$ only, such that

$$
x, y \in I, \quad d(x, y)<\delta \Longrightarrow d(f(x), f(y))<\epsilon, \quad \forall f \in F
$$

This actually means $\forall f \in F, f$ is uniformly continuous on $I$, moreover the same $\delta$ works for all $f$.
$F$ is uniformly bounded if there exists $M>0$ such that $|f(x)| \leq M, \forall f \in F$.
By Ascoli-Arzela Theorem, if $F$ is infinite, equicontinuous and uniformly bounded, and $I=[a, b]$ is bounded, then there is a uniformly convergent sequence $\left\{f_{n}\right\}$ in $F$ with limit $f$ being continuous.
Theorem 3.8. The set of functions $F=\{T u: u \in \mathcal{C}([a, b]),\|u\| \leq 1\}$ is equicontinuous and uniformly bounded.

Proof. Note that Green's function $G$ is continuous on $[a, b]^{2}$.
Hence $|G(x, y)|$ is uniformly continuous and bounded by some $M>0$, then

$$
|T u(x)|=|\langle G(x, y), u(y)\rangle| \leq\|G\|\|u\| \leq \sqrt{b-a} M\|u\| \leq \sqrt{b-a} M
$$

Thus $F$ is uniformly bounded.
Since $G$ is uniformly continuous on $[a, b]^{2}$, then $\forall \epsilon, \exists \delta>0$ such that

$$
x_{1}, x_{2} \in[a, b], d\left(x_{1}, x_{2}\right)<\delta \Longrightarrow d\left(G\left(x_{1}, y\right), G\left(x_{2}, y\right)\right)<\epsilon, \forall y \in[a, b]
$$

Since $u \in \mathcal{C}([a, b])$, then

$$
\begin{aligned}
d\left(x_{1}, x_{2}\right)<\delta \Longrightarrow d\left(T u\left(x_{1}\right), T u\left(x_{2}\right)\right) & =\left|\left\langle G\left(x_{1}, y\right), u(y)\right\rangle-\left\langle G\left(x_{2}, y\right), u(y)\right\rangle\right| \\
& <\sqrt{b-a} \epsilon\|u\| \leq \sqrt{b-a} \epsilon
\end{aligned}
$$

Therefore $F$ is equicontinuous.
Recall the norm of the operator $T$, denoted by $\|T\|$ :

$$
\|T\|=\sup \{\|T u\|: u \in \mathcal{C}(I),\|u\|=1\}=\sup _{\|u\|=1}|\langle T u, u\rangle|
$$

Theorem 3.9. Either $\|T\|$ or $-\|T\|$ is an eigenvalue of $T$.
Proof. Note either $\|T\|=\sup _{\|u\|=1}\langle T u, u\rangle$ or $\|T\|=-\inf _{\|u\|=1}\langle T u, u\rangle$.
WLOG assume $\|T\|=\sup _{\|u\|=1}\langle T u, u\rangle$, proof for the other case would be symmetric.
Then there is a sequence of functions $u_{k} \in \mathcal{C}(I)$ with norm 1 such that $\left\langle T u_{k}, u_{k}\right\rangle \rightarrow\|T\|$.
By Ascoli-Arzela Thm, subsequence $\left\{T u_{k_{i}}\right\}$ uniformly convergent to $\phi_{0} \in \mathcal{C}(I)$.
As $i \rightarrow \infty$, we have :

$$
\sup _{x \in[a, b]}\left|T u_{k_{i}}-\phi_{0}(x)\right| \rightarrow 0 \Longrightarrow\left\|T u_{k_{i}}-\phi_{0}\right\| \rightarrow 0 \Longrightarrow\left\|T u_{k_{i}}\right\| \rightarrow\left\|\phi_{0}\right\|
$$

Let $\mu_{0}>0$ denote the limit of $\left\langle T u_{k_{i}}, u_{k_{i}}\right\rangle$, thus :

$$
\begin{aligned}
\left\|T u_{k_{i}}-\mu_{0} u_{k_{i}}\right\|^{2} & =\left\|T u_{k_{i}}\right\|^{2}+\mu_{0}^{2}-2 \mu_{0}\left\langle T u_{k_{i}}, u_{k_{i}}\right\rangle \rightarrow\left\|\phi_{0}\right\|^{2}-\mu_{0}^{2} \\
\left\|T u_{k_{i}}-\mu_{0} u_{k_{i}}\right\|^{2} & =\left\|T u_{k_{i}}\right\|^{2}+\mu_{0}^{2}-2 \mu_{0}\left\langle T u_{k_{i}}, u_{k_{i}}\right\rangle \\
& \leq\|T\|^{2}\left\|u_{k_{i}}\right\|^{2}+\mu_{0}^{2}-2 \mu_{0}\left\langle T u_{k_{i}}, u_{k_{i}}\right\rangle \\
& \leq 2 \mu_{0}^{2}-2 \mu_{0}\left\langle T u_{k_{i}}, u_{k_{i}}\right\rangle \rightarrow 2 \mu_{0}^{2}-2 \mu_{0}^{2}=0
\end{aligned}
$$

Thus $\left\|\phi_{0}\right\|>0$ and $\left\|T u_{k_{i}}-\mu_{0} u_{k_{i}}\right\| \rightarrow 0$, then :

$$
\begin{aligned}
& \leq\left\|T \phi_{0}-\mu_{0} \phi_{0}\right\| \\
& \leq\left\|T \phi_{0}-T\left(T u_{k_{i}}\right)\right\|+\left\|T\left(T u_{k_{i}}\right)-\mu_{0} T u_{k_{i}}\right\|+\left\|\mu_{0} T u_{k_{i}}-\mu_{0} \phi_{0}\right\| \\
& \leq\|T\|\left\|\phi_{0}-T u_{k_{i}}\right\|+\|T\|\left\|T u_{k_{i}}-\mu_{0} u_{k_{i}}\right\|+\left|\mu_{0}\right| \cdot\left\|T u_{k_{i}}-\phi_{0}\right\| \\
& \rightarrow 0
\end{aligned}
$$

Therefore $\left\|T \phi_{0}-\mu_{0} \phi_{0}\right\|=0$, i.e. $T \phi_{0}(x)=\mu_{0} \phi_{0}(x), \forall x \in[a, b]$.
Thus $\phi_{0}$ is an eigenfunction of $T$ and $\mu_{0}=\|T\|$ is the corresponding eigenvalue.
Theorem 3.10. Thas an infinite sequence of eigenfunctions $\left\{\psi_{n}\right\}$ orthonormal in $L_{2}(I)$.
Proof. For any $u \in \mathcal{C}(I)$, following the previous theorem, define :

$$
\begin{aligned}
& \psi_{0}=\frac{\phi_{0}}{\left\|\phi_{0}\right\|}, \quad G_{1}(x, y)=G(x, y)-\mu_{0} \psi_{0}(x) \bar{\psi}_{0}(y) \\
& \left(T_{1} u\right)(x)=\int_{a}^{b} G_{1}(x, y) u(y) d y=T u(x)-\mu_{0}\left\langle u, \psi_{0}\right\rangle \psi_{0}(x)
\end{aligned}
$$

Note $G_{1}$ and $G$ behave similarly, then Theorem 3.8 and 3.9 can apply to $T_{1}$.

If $\left\|T_{1}\right\| \neq 0$, define :

$$
\left|\mu_{1}\right|=\sup \left\{\left|\left\langle T_{1} u, u\right\rangle\right|: u \in \mathcal{C}(I),\|u\|=1\right\}
$$

By Theorem 3.9, $\mu_{1}$ is an eigenvalue of $T_{1}$ corresponding to eigenfunction $\phi_{1} \in \mathcal{C}(I)$, i.e.

$$
T_{1} \phi_{1}=\mu_{1} \phi_{1}
$$

Define $\psi_{1}=\frac{\phi_{1}}{\left\|\phi_{1}\right\|}$, then :

$$
\left\langle T_{1} u, \psi_{0}\right\rangle=\left\langle T u, \psi_{0}\right\rangle-\mu_{0}\left\langle\left\langle u, \psi_{0}\right\rangle \psi_{0}, \psi_{0}\right\rangle=\left\langle u, T \psi_{0}\right\rangle-\left\langle u, \mu_{0} \psi_{0}\right\rangle=0
$$

Note $\left\langle T_{1} \psi_{1}, \psi_{0}\right\rangle=\left\langle\mu_{1} \psi_{1}, \psi_{0}\right\rangle=0$, thus $\psi_{1}$ is orthogonal to $\psi_{0}$. So :

$$
T \psi_{1}=T_{1} \psi_{1}=\mu_{1} \psi_{1}
$$

Therefore $\psi_{1}$ is an eigenfunction of $T$ with eigenvalue $\mu_{1}$ s.t. $\left|\mu_{1}\right|=\left\|T \psi_{1}\right\| \leq\|T\|=\left|\mu_{0}\right|$.
Repeat the above procedure, define :

$$
\begin{aligned}
& G_{2}(x, y)=G_{1}(x, y)-\mu_{1} \psi_{1}(x) \bar{\psi}_{1}(y)=G(x, y)-\sum_{k=0}^{1} \mu_{k} \psi_{k}(x) \bar{\psi}(y) \\
& T_{2} u=T_{1} u-\mu_{1}\left\langle u, \psi_{1}\right\rangle \psi_{1}=T u-\sum_{k=0}^{1} \mu_{k}\left\langle u, \psi_{k}\right\rangle \psi_{k}
\end{aligned}
$$

We have an orthonormal sequence of eigenfunctions $\left\{\psi_{n}\right\}$ with eigenvalues $\left|\mu_{0}\right| \geq\left|\mu_{1}\right| \cdots$. Note the procedure terminate only when $\left\|T_{n}\right\|=0$ for some $n$, in which case :

$$
\begin{aligned}
& 0=\mathcal{L} T_{n} u=\mathcal{L} T u-\sum_{k=0}^{n-1} \mu_{k}\left\langle u, \psi_{k}\right\rangle \mathcal{L} \psi_{k}=u-\sum_{k=0}^{n-1} \mu_{k}\left\langle u, \psi_{k}\right\rangle \mathcal{L} \psi_{k} \\
& u=\sum_{k=0}^{n-1} \mu_{k}\left\langle u, \psi_{k}\right\rangle \mathcal{L} \psi_{k}=\sum_{k=0}^{n-1}\left\langle u, \psi_{k}\right\rangle \mathcal{L} T \psi_{k}=\sum_{k=0}^{n-1}\left\langle u, \psi_{k}\right\rangle \psi_{k}
\end{aligned}
$$

which is a contradiction as no finite set of eigenfunctions can span $\mathcal{C}(I)$.
Therefore the sequence of $\psi_{n}$ will be infinite.
Above proves the existence of the sequence of eigenfunctions, moreover, it is complete. For any $f \in L_{2}(I)$, by bessel's inequality, $\sum_{k=0}^{\infty}\left|\left\langle f, \psi_{k}\right\rangle\right|^{2} \leq\|f\|^{2}$, we need to show the equality holds. The idea is to show $f=\sum_{k=0}^{\infty}\left\langle f, \psi_{k}\right\rangle \psi_{k}$ for any $f \in \mathcal{C}^{2}(I)$ and extend this to $L_{2}(I)$ using the density of $\mathcal{C}^{2}(I)$.
Theorem 3.11. For any $f \in \mathcal{C}^{2}(I)$ satisfying the boundary conditions, the infinite series $\sum\left\langle f, \psi_{k}\right\rangle \psi_{k}$ converges uniformly to $f$ on $I$.

Proof. For any $x \in I$, have : $\left\langle G(x, \cdot), \psi_{k}\right\rangle=T \bar{\psi}_{k}(x)=\mu_{k} \bar{\psi}_{k}(x)$.
Apply Bessel's inequality to $G(\cdot, y)$, have : $\sum_{k=0}^{n} \mu_{k}^{2}\left|\psi_{k}(x)\right|^{2} \leq \int_{a}^{b}|G(x, y)|^{2} d y$.
Let $M=\max \left\{\mid G(x, y),(x, y) \in[a, b]^{2}\right\}$, integrate w.r.t $x$ and let $n \rightarrow \infty$, we have :

$$
\sum_{k=0}^{\infty} \mu_{k}^{2} \leq(b-a)^{2} M^{2} \Longrightarrow \lim _{n \rightarrow \infty}\left|\mu_{n}\right|=0
$$

For any $u \in \mathcal{I}$, have :

$$
\left\|T_{n} u\right\|=\left\|T u-\sum_{k=0}^{n-1} \mu_{k}\left\langle u, \psi_{k}\right\rangle \psi_{k}\right\| \leq\left|\mu_{n}\right|\|u\| \rightarrow 0
$$

For $n>m$, with $|T u| \leq \sqrt{b-a} M\|u\|$, we have :

$$
\begin{aligned}
\left|\sum_{k=m}^{n} \mu_{k}\left\langle u, \psi_{k}\right\rangle \psi_{k}\right|=\left|T\left(\sum_{k=m}^{n}\left\langle u, \psi_{k}\right\rangle \psi_{k}\right)\right| & \leq\|T\|\left\|\sum_{k=m}^{n}\left\langle u, \psi_{k}\right\rangle \psi_{k}\right\| \\
& \leq \sqrt{b-a} M\left(\sum_{k=m}^{n}\left|\left\langle u, \psi_{k}\right\rangle\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

By Bessel's inequality, $\left(\sum_{k=m}^{n}\left|\left\langle u, \psi_{k}\right\rangle\right|^{2}\right)^{1 / 2} \rightarrow 0$ as $m, n \rightarrow \infty$.
Thus $\sum_{k=0}^{\infty} \mu_{k}\left\langle u, \psi_{k}\right\rangle \psi_{k}$ converges uniformly on $I$ to a continuous function, therefore :

$$
T u(x)=\sum_{k=0}^{\infty} \mu_{k}\left\langle u, \psi_{k}\right\rangle \psi_{k}(x)
$$

Since $f$ satisfies the boundary conditions, then $u=\mathcal{L} f$ is continuous and $f=T u$. Hence :

$$
\begin{aligned}
f(x)=T u(x) & =\sum_{k=0}^{\infty} \mu_{k}\left\langle u, \psi_{k}\right\rangle \psi_{k}(x) \\
& =\sum_{k=0}^{\infty}\left\langle u, \mu_{k} \psi_{k}\right\rangle \psi_{k}(x)=\sum_{k=0}^{\infty}\left\langle u, T \psi_{k}\right\rangle \psi_{k}(x)=\sum_{k=0}^{\infty}\left\langle T u, \psi_{k}\right\rangle \psi_{k}(x) \\
& =\sum_{k=0}^{\infty}\left\langle f, \psi_{k}\right\rangle \psi_{k}(x)
\end{aligned}
$$

Therefore the infinite series $\sum\left\langle f, \psi_{k}\right\rangle \psi_{k}$ converges uniformly to $f$ on $I$.
It can be shown that $\mathcal{C}^{2}(I)$ is dense in $L_{2}(I)$ (details omitted in this report). So any function $f \in$ $L_{2}(I)$ can be approximated in the $L_{2}$ norm by a function in $\mathcal{C}^{2}(I)$ with boundary conditions. This yields the following theorem :
Theorem 3.12. For any $f \in L_{2}(I)$ satisfying the boundary conditions, the infinite series $\sum\left\langle f, \psi_{k}\right\rangle \psi_{k}$ converges uniformly to $f$ on $I$ in $L_{2}$ norm, i.e. :

$$
\lim _{n \rightarrow \infty}\left\|f-\sum_{k=0}^{n}\left\langle f, \psi_{k}\right\rangle \psi_{k}\right\|=0 \Longleftrightarrow f=\sum_{k=0}^{\infty}\left\langle f, \psi_{k}\right\rangle \psi_{k} \Longleftrightarrow\|f\|^{2}=\sum_{k=0}^{\infty}\left|\left\langle f, \psi_{k}\right\rangle\right|^{2}
$$

Thus the orthonormal eigenfunction sequence $\left\{\psi_{k}\right\}$ of $T$ forms a complete set in $L_{2}(I)$.
Back to the regular Sturm-Liouville Problem :

$$
\mathcal{L} u+\lambda u=0, R_{1} u=R_{2} u=0
$$

which is equivalent to the single integral equation :

$$
T u=\mu u=-\frac{1}{\lambda} u
$$

Each eigenvalue $\lambda$ of $-\mathcal{L}$ corresponds to a unique eigenfunction $u$, then each eigenvalue $\mu$ of $T$ corresponds to a unique eigenfunction $u$. Note that in the proof of Theorem 3.11, we have :

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\left|\lambda_{n}\right|}=\lim _{n \rightarrow \infty}\left|\mu_{n}\right|=0 \Longrightarrow \lim _{n \rightarrow \infty} \lambda_{n}=\infty \text { by Theorem } 3.1 \tag{10}
\end{equation*}
$$

With the weight function $r$, we have the following fundamental theorem :
Theorem 3.13. If $p^{\prime}, \rho, r \in \mathcal{C}(I)$ and $p, r>0$, then the Sturm-Liouville problem has an infinite sequence of real eigenvalues $\lambda_{0}<\lambda_{1}<\cdots$ such that $\lambda_{n} \rightarrow \infty$.Each eigenvalue $\lambda_{n}$ corresponds a unique eigenfunction $f_{n}$ and the sequence of eigenfunctions $\left\{f_{n}\right\}$ forms an orthonormal basis of $L_{2}^{r}(I)$.

## 4 The Singular Sturm-Liouville Problem

In the singular Sturm-Liouville Problem, $p(x)=0$ for some point $x \in[a, b]$. And here we consider the cases that $p(x)=0$ at $x=a$ and/or $x=b$ or that the interval $(a, b)$ is infinite. Then the expression $r p\left(f^{\prime} g-f g^{\prime}\right)$ vanishes at the endpoint, thus no boundary conditions is required at the endpoint. If $(a, b)$ is infinite, then $\sqrt{r} u(x) \rightarrow 0$ as $|x| \rightarrow \infty$ to make $u \in \mathcal{L}_{2}^{r}$. Theorem 3.13 will remain valid but it will require some more argument. More details involving Lebesgue measure and integration, smoothness conditions can be applied to this problem with weaker conditions. To solve the regular case of the Sturm-Liouville Problem, we may need to use Fourier series for the trigonometric functions. And it allows us to generalize the Sturm-Liouville theory to other orthonormal functions.
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